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⑱Hall problem

mberphile
de

and 21 video (* )

website first .

· Suppose you always
start

by picking door
#1 .

Then Montey
Hall reveals

a goat
behind either

door 2

door 3
.

Then asks if
Or

you want to switch or

stay or door 1
.

What

do you do ?

⑰
P



·IarrantiesW you you
with win

as first choice Y3 of 213 07

the time Ire

dalways switch !



# Suppose we roll two

6-sided dice ,
a green

die

and a red die .

Suppose

the green
die stops rolling

and lands on a 3
,
but the

red die keeps rolling .

What's the probability
that

dice is 88
the sum of the 0

-



↳ ple
I

S space

(3 , 13
13 ,
2)

(3 ,3)/E
S

13
,
4)

⑮
(3 , 6)

6 Outcomes
36 outcomes I

only one

(green , red) has sum of dLdice being

probabilityis %6 .



Let's make a formula for this

without having to shrink the

S and also a
sample space

method that generalizes even to

spaces where
the outcomes are

not equally likely .

Let E = the event in
S where

the sum of the
dice

is 8 .

Let F
= S'= the event

ins

where the
green

die is 3 .

We want to
know the

"conditional probability"
of the

event 7 occurring given
Il

that I has already occured"



(3, 1) =S
13 , 2) IE ↓ERFinsi/IsO
W

(1 , 17 (2 ,
1) Sy

,
11 (5, 1) (6 , 1)

(1 , 2)
(2, 21 (4 , 21 (5

,
2) (6 , 3)

(1 , 3)
(2 ,31 (4 , 3) (5 , 4) (6 , 4)

(1 ,4) (2 ,
41 (4 , 51 (5 , 5) (6

,
5)

(1 , 5) (2 , 51 ( , 6) (5, 6) (6 , 6)
(1 , b)-

/EnFl -

-
I*S,

IFI
ne I probability ↑
we did in s
this to

yet 16 mike
equally



Hil Let (S, ,
P) be a

Let Eprobability space .

and F be two events
.

Suppose P(F) >0 .

the conditional probabilityDefine -
that F

that I occurs given

occurred to be

P(E)F) =
F

P(F)
e -
notation these probabilities

are calculated

in S



=> CHW 3 #3 modified)

Suppose you roll two 8 - sided

dice
.

You can't see the

outcome ,
but your

friend can

They tell you
that the sum

5
.

of the dice is
divisible by

What is the probability that

both dice have
landed on 5 ?

-

S = [(a ,b)(a ,b
= 1
,
2
,
. .

., 83

151 = 8 = 64

F = G(a , b) a + b is divisible by 53

-5, 513 Fl
Want : P(EIF)= P(F)



We have

F = G(1 , 4) , (2 , 31 , (2 , 8), (3,2) , (3 , 7),
(4 , 1 , (4 , 6) , (S, 5), (6, 4),I(7, 3) , (7 , 8) , (8 ,2) , 18 ,713
#(5

,
51]

P(E/F) =
F) i=-P(F)

= Y13

~0 .
7692

...

= 7 .
7 %



Theorem : Let (S , 1 ,
P) be

-

a probability space .

-Bbe events① Let
and P(A)> 0 .

Then

AB4 (ASPCB e
with P(A ,

MAzl ... An)
O

.

Then,

P(A ,
1Az 1 ...An)

=

P(A .) · P(AzIA .) ·
P(As(AiAz) ·

· 4(AnlA ,
MAcMAg) ...

/A, Az 1 ... Ann)



③ (Law of total probability)
Sis

Suppose S = E ,
UEc U ... UEn broken

where each EiFPC and into

disjoint
EilEj

= Pit F ,
I

events

and P(Zi)=0 for each i.

Then for event
I we have

P(z) = P(t/t , ) . P (E . ) * P(EE)
I

+ P(z)(2) : 4(zz) = 4(EMEz)Etto - :
I

+ 4(z)En) · P(En) - PlanEn)

S



rot:
① This follows

from the definition

P(BIA) =
B

-

② Let's prove this by
induction .

The base case
is n

= 2
,
which is

P (A.Az)
= P(A .) · P(AnlA

!
P(A ,MA2) .

P(A1)
which is true

since P(AcIA1)
=-

Suppose the statement
is true

for n
= k sets .

Then ,

PA .
RA21 ... MAnti)

= P(CAA
...
AndAmt)

= PARAnd ...
Am) - (AnnA .

An ... An

⑲ball
= P(A ,) · P(AcIA:

P(As/A.Az)
-..

n
= k

... (ArlA.
Ac ...An-)

:

inductivear
· PCAntlAiAu

...

Am)
case

So , the statement
is ture for n

= k+1 given



that is true for n = m ,
thus

,
by

induction
,
the statement is true for

all n, 2 .

A te: Since

A
,
Az ... An An

,
A
, RAzsA .

AcMAs , ....

and PLA
.
And ... MAnk O this ensures

that PCA ,K 0
,
PCA .

MARK O ,
PLA. AcAsk o

etc and thus all the
conditional probabilites

above are well-defined
.

-

③ We have

P(e) = P(CEnEilrlenElU
...
v(EnE-l)

PLErEil

of probability
~ PCEIE : ) P(EE)&
i = 1

i= 1
-axjr /

frauthPermO



# Suppose there are three boxes .

In box 1
,

there are two
4-sided dice .

In box 2
,
there are two

6-sided dice .

In box 3, there one two 8-sided
dice

.

Suppose you
randomly pick a box

seach box is equally likely
to

be chosen) , then you
take

the dice out of that box

and roll them .

What is the probability 8 ?
that the sum of

the dice is

-
probability

artion: of Sum 8

When box I[xpicked

1 Y16



box-I X when box

(4 ,4) , (5 ,3) ,

(6 ,23 5/36esum of dice is 8⑱ ->

(4 , 41 , (5, 31 ,

when box

box 3

-64
-

P(sum of dice is 8)

= Plaists/box 1 picked) · P(Pina)
sum of+4) dire is 8 I box 2 picked) · 4 (Ppicted)
sum of

+4 L dice is 8 I bex 3 picked) · P ("picked)



= (Y,6)(5) + (3)(5) + (Yxy)(5)

- = 0
. 1036...
-sum is 8

box y 16
-15/16 Sum is not 8
--113 --miss/ 5136-He 31/36 Sum is not 8
-

43 sum is 81 7164
EIbex-st/4 Sum is not 8
-



Ex (Monty Hall)
Let's redo the probability

of

the switch strategy for Montery

Hall (start with door I

and switch after Monty reveals

another doorl .

P (win car)
- Plan) end) ·(ind

+Plan) end) ·(ind

+Plan). berd) · (ind



=(0)(z) + (1)(5) + (1)(s)
=43



Sometimes P(EIF) is not

equal to P(E) and

sometimes it is
.

Suppose P(zIF)
= P(z) .

Then
, PAI)= P(E)

.

P(F)

So
,
P(EMF) = P(E) · P(F)
-

Hef: We say that two
events

E and I are ident
if

P(EF) = P(E) · P(F)

otherwise we say they
are dependent .
-

-



N:Lele) < 0 and 4 (F) < 0

.are independent
is equivalent to

=P(f) - 4(F)

is equivalent to

=PCF) and =

PE

is equivalent to

#EPCF)and P(EIF) = PCE)



#: Suppose you roll two
6-sided die

,
one green

and one red .

Let I be the event that the

green die is 1 .

Let F be the event that
the

red die is 3 .

roee= = E(1 , 1 , (1 , 2) , ( , 3) , (1 , 4) , (1 ,5) , (1 , 6)3

F = E(1 , 3) , (2 ,
3)
,
(3
,
3)
, (4 ,

3)
,
(5, 31 ,

(6 , 313

FrF
= [(1 , 3)}

P(EF) =
I
36

↳



So
,
P(EF)

= PCE) : P(F)

Thus
,-

are independent .

you# Suppose
and ind

two 6-sided

red
.

die , one green

Let 7 be the event that
the

sum of the dice is
6 .

Let F be the event that
the

red die equals 4 .

Are - and F independent ?
-

S
= E(y ,r)(9 , r

= 1
,
2
,
3
,
4
,
5,6)-6

= = (1 ,5) , (2 , 4) ,
(3 , 3),

(4 , 2), (5, 173
EF = (1 ,4), (2 ,4), (3,

4)
, (4, 4) ,

(3, 4), (6 ,417

F1F
= [(2 ,413



P(ENF) = %36 = 0
.
0278 ...

P(z) - P(F)
= (936)(336) = 46 = 0 .

0231 ...

Thus
,
4(EMFLFP(z) · P(F)

.

-
F are not independent .

Bet: General def of independence)
In a probability space (S, M, P)

the events E , Ez , ....
En are

said to be independent if fur
--

every
2 < R In we have

that

P(Fi, Eiz1 ... Fin)= P(Ei !)
· P(Ein)- P(Ein)

Whenever It i , ic
... in=



* E , Ez , Es are independent

if all of the following are
true :

P(z , 1Ez)
= P(z , )-P((z) -i , = 1

iz = 2

5 R= 2

P(t , 1Es)
= P(t

,
) - P(ts) ·fiiz= 3

P(E
,
173) = P(E2)-P(Es)ineeet"

&

⑳



Term : Let S be a sample

space of a repeatable experiment .

Let A and B be events

where ARB = ↑ [they don't

overlap .

This is called disjoint events]

Suppose further
that each time

we repeat the
experiment S ,

the experiment is independent

of the previous times we did

experiment
S
. Suppose we keep

repeating
S until either A

or B occurs
and than we stop .

Then the probability
that

A occurs
before B is given

P(A)
by -* ) + P(B)



frof: Let E be the event that A

occurs before B .

Let A . Bi ,
N
,
be the events

that A occurs on
the first experiment, Boccurs

un
the first experiment , or neither occurs

on the

first experiment . Then,

P(z) = P(z(A .)
- P(A1) + P(E(B) - P(a .)

+ P(z/N .) - 4 (Ni)

= 1 - P(A) + 0 . P(B) + P(z(N ,) . [1 - P(A) - P(B))
e
because the

= P(A) + P(z)
- [1 - P(A)) - P(B ,

)) sample space
is

-

sintthe diss
1

/ union of A.Bi

P(z(N ,1
= P(E) So

,

since the
outcomes

uf succesive experiments P(z) - P(E)(- P(A ,) - P(B ,))
= P(A1)

are all independent
of each other .

When Thus ,

the second experiment begins P(z)
=a*ps

the whole procedure③ -

and NI

probabilistically stats over

again . Therefore if in
the #

Ist experiment neither
A P(A) + P(B)

nor B occurs ,
the probability #

of I before doing
the 1st

exeriment,an
tmeet

is the same



EX : Suppose we
roll two 6-sided

-

die over
and over .

Let A
-

be the event
that the

sum of

the dice is
5 .
Let B be

the event that
the sum of

the dice is 7 .
We keep

rolling the dice until
either

A or B happens and then we

stop .
Whats the probability

that A occurs before B

is that we roll sum
of 5

before we roll sum of 7 D



roll1- = sum
= 3

:

Iroll 2 - & = sum = 2Lroll3-:
=sum= 5

Sum is S occurred before sum is 7

S = E(a ,b)(a , b
= 1
,
2
,
3
,
4
,
5
, 63-736

A = E(1 ,4) , (2 ,3), (3 ,2), (4 , 113

B
= [(1 ,6) , (2 , 5), (3 , 4) , (4 ,

3)
, (5, 2), (6 , 1)]

P(A)
= Y36

P(B) = 3/36
--

probability sum is S occurs before



sum is 7 is Lie A before B]

P(A)
+B)

= 5= =
.

-

probability sum is 7 occurs before

sum is S occurs is Lie B before A)

P(B)

+A)

=-


